ABSTRACT. Consider a pair \((K, G)\), where \(K\) is a field and \(G\) is a finite group. We want to investigate the Turing degree of the Inverse Galois Problem, namely the problem of determining whether \(K\) has a Galois extension with Galois group isomorphic to \(G\). We show that the Turing degree of this problem is always less or equal to the degree of the first-order theory of the field in the language of rings and that, in some cases, the degree of the problem is less or equal to the degree of the existential theory of the field in the same language. It follows that if a field \(K\) has a decidable first-order theory, then there is an algorithm taking a finite group \(G\) as its input and determining whether \(K\) has a Galois extension with Galois group isomorphic to \(G\).

A similar reduction can be used to show that the Turing degree of many variations of Inverse Galois Problem – namely, the Inverse Automorphism Problem and the Finite Split Embedding Problem – is also less than or equal to the Turing degree of the first order theory of the field.

1. Introduction

This paper discusses the connection between the Inverse Galois Problem (IGP) and decidability of the first-order and/or existential theory of fields. We state the IGP below.

**Problem 1** (Inverse Galois Problem over a field \(K\) for a group \(G\), IGP\((K, G)\)). Let \(K\) be a field, and let \(G\) be a finite group of size \(d\). Does there exist a Galois extension \(L\) of \(K\) of degree \(d\) with the Galois group of the extension isomorphic to \(G\)?

This problem has a long history dating back to the Kronecker-Weber theorem (which corresponds, in our notation, to IGP\((\mathbb{Q}, \mathbb{Z}/n\mathbb{Z})\)) from the early XIX century. While many special cases of this problem and its variants are known [Har87], [Koe04], [Pop96], the general question remains open.

The first-order language of rings is the language \(\mathcal{L}_{\text{ring}} = (0, 1, +, \times)\) using universal and existential quantifiers. The problem of deciding which statements of the language are true over a particular ring \(R\) can be reduced to the question whether the following type of statements is true:

\[ E_1 x_1 \ldots E_k x_k P(x_1, \ldots, x_k) = 0, \]

where \(E_i\) is either a universal or an existential quantifier ranging over \(R\) and \(P(x_1, \ldots, x_k)\) is a polynomial with coefficients in the ring. The statements using existential quantifiers only form what is called the existential theory of the ring, which closely relates to Hilbert’s 10th Problem, i.e. to the question of whether an arbitrary polynomial equation over the ring in several variables has solutions in the ring.
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The fact that the Inverse Galois Problem for a field and a specific group can be coded into a first-order theory of a ring is apparently known ([Koe04]), though, to the best of the authors’ knowledge, an explicit specific statement about this does not exist in the literature, nor is it established how uniform such a statement would be. In this paper, we produce a statement in $L_R$ without any parameters and uniform across all fields that is true if and only if the Inverse Galois Problem over a given field is solvable for a specific finite group. (The statement depends only on the size of the group.) Our statement also makes it clear what is needed in order to make a transition from the first-order theory to the existential one; moreover, we point to a large class of fields where the IGP is indeed reducible to the existential theory of the field. (We make the reduction explicit below).

We also construct first-order or Diophantine statements coding generalizations of the IGP, namely the Finite Split Embedding Problem (FSEP) and what we call the Inverse Automorphism Problem (IAP). In the appendix, we briefly discuss the fact that if we consider the first-order theory of rings relative to the IGP of their fraction field, then the reduction of IGP to existential theory occurs in many more cases, primarily as a consequence of the result of M. Davis, J. Robinson, H. Putnam and Yu. Matijasevich.

1.1. Turing degrees and reduction. We first define Turing degrees and give a precise formulation of the problem we want to address.

1.1.1. Computable and listable sets and Turing degrees. A subset $S \subset \mathbb{Z}$ is computable if there exists an algorithm (or a computer program terminating on every input) that determines membership in the set. A subset $S \subset \mathbb{Z}$ is listable if there exists an algorithm (or a computer program) that lists the set. Given two subsets $A, B \subset \mathbb{Z}$, we say that $A \leq_T B$ ($A$ is Turing reducible to $B$) if there exists an algorithm taking the characteristic function of $B$ as its input and generating the characteristic function of $A$. If $A \leq_T B$ and $B \leq_T A$, then we say that $A \equiv_T B$ ($A$ is Turing equivalent to $B$). The relation $\equiv_T$ is an equivalence relation and the corresponding equivalence classes are called Turing degrees.

A classical theorem of computability theory states that there are listable sets which are not computable, the most important example of such a set being the halting set. It is also a well-known fact that every listable set is Turing reducible to the halting set.

1.1.2. Encoding the collection of the isomorphism classes of finite groups and the theory of a field. We identify the set of isomorphism classes of finite groups with $\mathbb{N}$ via a map $\sigma$ defined in the following way:

- Let $\mathcal{G}$ be a collection of representatives of isomorphism classes of finite groups (note that $\mathcal{G}$ is countable, so there is an effective bijection $\sigma : \mathcal{G} \to \mathbb{N}$ with the image being exactly $\mathbb{N}$.)
- We note that $\sigma(G)$ can be effectively determined once we are given a multiplication table of a group $G$ and, vice versa, we can effectively recover a multiplication table for $G$ from $\sigma(G)$.

Let $K$ be any fixed field. For each $d \in \mathbb{N}$, let

$$\mathcal{H}_{K,d} = \{ n \in \mathbb{N} : \#\sigma^{-1}(n) = d \text{ and } K \text{ has a Galois extension with Galois group } \sigma^{-1}(n) \}.$$
1.1.3. **Main theorem.** In this paper we investigate the Turing degree of $H_{K,d}$. We will compare the Turing degree of $H_{K,d}$ to the Turing degrees of the first-order and existential theory of $K$ in the language of rings possibly augmented by countably many constant symbols. Recall that the first-order theory (resp. existential theory) of a field $K$ in the language of rings, denoted $\text{Th}(K)$ (resp. $\text{Th}_\exists(K)$), is the collection of all sentences in the language of rings (resp. existential language of rings) that are true over $K$.

Since we are using a countable language and since a sentence is a finite string of symbols of the language, the collection of all sentences in the language (resp. existential language) is countable and can be put into an effective bijection with $\mathbb{N}$. Thus we can identify $\text{Th}(K)$ (resp. $\text{Th}_\exists(K)$) with a subset of $\mathbb{N}$ and define the Turing degree of the theory (resp. existential theory) to be the Turing degree of the corresponding subset of $\mathbb{N}$.

Using definitions above one of the main theorems of the paper can be stated as follows:

**Theorem.** (Corollary 2.11)  

1. For any field $K$ we have that $H_{K,d} \leq_T \text{Th}(K)$.  
2. There exist fields $K$ such that $H_{K,d} \leq_T \text{Th}_\exists(K)$. In particular, this statement holds for $K$ a global field.

1.1.4. **Variations on the main theorem.** By similar methods, we also prove several variations of IGP, an example of which is stated below:

**Theorem.** (Theorem 3.1) Let $K$ be a field. Then, given a finite group $H$ and a multiple $n$ of $|H| = m$, there exists a polynomial equation, depending on $H$ and $K$ only, such that there exists a finite extension $L$ of $K$ degree $n$ (not necessarily Galois over $L$) with $\text{Aut}(L/K) \cong H$ if and only if the equation has solutions in $K$.
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2. **The first-order theory of a field and its Inverse Galois Problem**

Our goal is to prove the following theorem:

**Theorem 2.1.** Let $G$ be a finite group of size $d$. Then there exists an effective procedure taking as the input the multiplication table of the group and constructing a first-order statement in the language of rings such that the statement is true in $K$ if and only if $K$ has a Galois extension with the Galois group isomorphic to $G$.

**Remark 2.2.** For any base field under consideration, we fix once and for all an algebraic closure of that field, and we consider any extension that we construct to be inside this algebraic closure.
Remark 2.3. There always exists a first-order statement such that it is true in $K$ if and only if $K$ has a Galois extension with the Galois group isomorphic to $G$. One could let the statement be a tautology if the extension exists, and the negation of the tautology otherwise. However, in order to determine which of the statements should be selected, one must already have the answer to IGP in this case. The point of the theorem above is that there is an algorithm to construct such a statement without knowing whether the extension we are looking for exists.

The following corollary is an obvious consequence of Theorem 2.1.

**Corollary 2.4.** The Turing degree of IGP over any field or ring is less than or equal to the degree of the first-order theory of the field.

For the remainder of the paper we use the following notation.

**Notation 2.5.**
- $K$ is a field;
- $I_{K,d} \subseteq K^d$ is such that $(a_0, \ldots, a_{d-1}) \in I_{K,d}$ if and only if the polynomial $a_0 + \ldots + a_{d-1}T^{d-1} + T^d$ is irreducible over $K$.

In order to talk about extensions of a field we need a way to describe the irreducible (over the field) polynomials. This is not a hard task if we are using the full first-order (as opposed to existential) language.

**Proposition 2.6.** Let $K$ be a field. Let $(a_0, \ldots, a_{n-1}) \in K^n$. Then there exists a first-order statement in the language of rings without parameters that is true over $K$ if and only if the polynomial $f(T) = a_0 + a_1T + \ldots + a_{n-1}T^{n-1} + T^n$ is irreducible.

**Proof.** The case for $n = 1$ is clear, so we may assume that $n > 1$. The following existential statement $S_d$, for $d = 1, \ldots, n-1$, asserts that a polynomial can be factored into a degree $d$ factor and a degree $n-d$ factor:

$$(S_d) \exists c_{0,d}, \ldots, c_{d,d}, b_{0,d}, \ldots, b_{n-d,d} : f(T) = (c_{0,d}T + c_{1,d}T^2 + \ldots + c_{d,d}T^d)(b_{0,d} + b_{1,d}T + \ldots + b_{n-d,d}T^{n-d}).$$

The fact that the polynomial $f$ is reducible is then equivalent to the following disjunction

$$S_1 \lor \cdots \lor S_{n-1},$$

and therefore the theorem is proven by taking the negation of the above sentence. □

The proposition below shows that given an irreducible polynomial over $K$, the existential language of rings is enough to assert that the root of the polynomial generates a Galois extension of $K$. In this existential statement the coefficients of the polynomial occur as parameters.

**Proposition 2.7.** Let $K$ be a field, let $L/K$ be a finite extension, and let $f \in K[x]$ be an irreducible polynomial of degree $d$ over $K$ such that for a root $\alpha$ of $f(x)$, we have $L = K(\alpha)$. Then there exists a system of polynomial equations with coefficients in $\mathbb{Z}$, a set of parameters (coefficients of $f$) ranging of $K$, a set of variables ranging over $K$ and a set of variables ranging over $L$ such that the field extension $L/K$ is Galois of degree $d$ if and only if the system of polynomial equations has a solution in $K$. 
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Proof. Let \( \alpha_1 := \alpha \) and consider the following set of equations (in the unknowns \( s_{i,0}, \ldots, s_{i,d-1} \in K \)), for \( i \in \{1, \ldots, d\} \) over \( K \):

\[
\begin{align*}
\sum_{j=0}^{d-1} s_{i,j} \alpha^j &= \alpha_i & \text{for } i \in \{2, \ldots, d\}, \\
f(\alpha_i) &= 0 & \text{for } i \in \{1, \ldots, d\}, \\
\alpha_i &\neq \alpha_j & \text{for all } i \neq j \text{ with } i, j \in \{1, \ldots, d\}.
\end{align*}
\] (2.1)

The above set of conditions shows that if \( f(T) \) has a root in \( L \), then it has \( d \) distinct roots in \( L \), so that the extension \( L/K \) is separable and normal, and hence Galois. The converse implication is obvious. \( \Box \)

Using \( I_{K,d} \), we can re-write Proposition 2.7 converting the coefficients of an irreducible polynomial from parameters to variables.

**Definition 2.8.** Let \( K \) be as above, let \( d \in \mathbb{Z}_{\geq 1} \). The **Galois set of degree \( d \) over \( K \)** is

\[
Gal_d(K) := \{(a_0, \ldots, a_{d-1}) \in I_{K,d} : x^d + a_{d-1}x^{d-1} + \cdots + a_0 \text{ generates a Galois field extension of degree } d \text{ over } K\}.
\]

**Theorem 2.9.** Let \( K \) be as above, and let \( d \in \mathbb{Z}_{\geq 1} \).

1. \( Gal_d(K) \) is first-order definable over \( K \).
2. If \( I_{K,d} \) is Diophantine over \( K \) for every \( d \in \mathbb{Z}_{\geq 0} \), then \( Gal_d(K) \) is Diophantine over \( K \) for every \( d \in \mathbb{Z}_{\geq 0} \).

**Proof.** Proving (1) amounts to rewriting Proposition 2.7 without reference to \( \alpha \). We get rid of \( \alpha \) by using the isomorphism \( K(\alpha) \cong K[x]/f(x) \) sending \( \alpha \mapsto x \), and rewriting (2.1) as the following system of equations with coefficients in \( Z \) and the unknowns \( a_0, \ldots, a_{d-1}, s_{2,0}, \ldots, s_{d,d-1} \) in \( K \), where for clarity we add some unnecessary equations and use a variable \( x \) transcendental over \( K \):

\[
\begin{align*}
(a_0, \ldots, a_{d-1}) &\in I_{K,d}, \\
f(x) &:= a_0 + a_1x + \cdots + a_{d-1}x^{d-1} + x^d, \\
h_1(x) &:= x, \\
h_i(x) &:= s_{i,0} + s_{i,1}x + \cdots + s_{i,d-1}x^{d-1} \text{ for } i \in \{1, \ldots, d\}, \\
f(h_i(x)) &\equiv 0 \text{ mod } f(x), \\
h_i(x) &\neq h_j(x) \text{ mod } f(x) \text{ for } i, j \in \{1, \ldots, d\} \text{ with } i \neq j.
\end{align*}
\] (2.2)

We now proceed to getting rid of the extra equations and \( x \). We will need several steps to accomplish this. First we rewrite our system in a clearly equivalent form below:

\[
\begin{align*}
(a_0, \ldots, a_{d-1}) &\in I_{K,d}, \\
h_1(x) &:= x, \\
f(\sum_{j=0}^{d-1} s_{i,j}x^j) &\equiv 0 \text{ mod } f(x), i \in \{2, \ldots, d\}, \\
h_i(x) &\neq h_j(x) \text{ mod } f(x) \text{ for } i, j \in \{1, \ldots, d\} \text{ with } i \neq j.
\end{align*}
\] (2.3)

Observe that, for each \( i \),

\[
f\left(\sum_{j=0}^{d-1} s_{i,j}x^j\right) = \left(\sum_{j=0}^{d-1} s_{i,j}x^j\right)^d + \sum_{r=0}^{d-1} a_r \left(\sum_{j=0}^{d-1} s_{i,j}x^j\right)^r.
\]
For each $i$, the statement \( f(\sum_{j=0}^{d-1} s_{i,j} x^j) \equiv 0 \mod f(x) \) now becomes
\[
\left( \sum_{j=0}^{d-1} s_{i,j} x^j \right)^d + \sum_{r=0}^{d-1} a_r \left( \sum_{j=0}^{d-1} s_{i,j} x^j \right)^r = \left( x^d + \sum_{k=0}^{d-1} a_k x^k \right) \left( \sum_{n=0}^{(d-1)^2} u_{i,n} x^i \right),
\]
where $u_{i,1}, \ldots, u_{i,(d-1)^2}$ are variables ranging over $K$. Multiplying all products out and comparing the coefficients corresponding to the same powers of $x$ will yield a system of polynomial equations
\[
P_i(a_0, \ldots, a_{d-1}, s_{i,0}, \ldots, s_{i,d-1}, u_{i,0}, \ldots, u_{i,(d-1)^2}) = 0
\]
for each $i = 2, \ldots, d$. Observe that the coefficients of this system remain in $\mathbb{Z}$, and they depend on $d$ only.

We now rewrite the non-equivalence $h_i(x) \not\equiv h_j(x) \mod f(x)$. Since both $h_i(x)$ and $h_j(x)$ are polynomials of degree less than $d$, the only way they can be equivalent modulo $f(x)$ is if they are equal. Thus, the last condition is equivalent to the disjunctions
\[
(s_{i,0} \neq s_{j,0}) \lor \ldots \lor (s_{i,d-1} \neq s_{j,d-1})
\]
for all $i, j \in \{1, \ldots, d\}$ with $i \neq j$.

It is obvious from the above that if the first condition in (2.3) is Diophantine, then $\text{Gal}_d(K)$ is Diophantine.

Now, we wish to recognize the Galois group of a Galois extension $L/K$. Note that if $L = K(\alpha)$, then the Galois group is completely determined by its action on $\alpha$.

**Theorem 2.10.** Let $K$ be a field, let $d \in \mathbb{Z}_{\geq 0}$, and let $G$ be a finite group of order $d$.

1. There exists a first-order statement over $K$ that is satisfied over $K$ if and only if $K$ has a Galois extension of degree $d$ with Galois group isomorphic to $G$. That is, the set of the coefficients of monic polynomials over $K$ generating degree $d$ Galois extensions of $K$ with Galois group isomorphic to $G$ is first-order definable over $K$.

2. If $I_{K,d}$ is Diophantine over $K$, then there exists a system of equations (reducible to a single equation by Lemma 1.2.3 of [Sh106]) that has solutions in $K$ if and only if $K$ has a Galois extension of degree $d$ with Galois group isomorphic to $G$. That is, the set of the coefficients of monic polynomials over $K$ generating degree $d$ Galois extensions of $K$ with Galois group isomorphic to $G$ is Diophantine over $K$.

**Proof.** For a $d$-tuple $\bar{a} = (a_0, \ldots, a_{d-1})$, let $f_\bar{a}(x) := a_0 + a_1 x + \ldots + a_{d-1} x^{d-1} + x^d$. By Theorem 2.9(1), the set
\[
\text{Gal}_d(K) := \{(a_0, \ldots, a_{d-1}) \in K^d : K[x]/f_\bar{a}(x) \text{ is a Galois extension of } K\}
\]
is first-order definable over $K$.

We wish to show that its subset
\[
T_G := \{ \bar{a} = (a_0, \ldots, a_{d-1}) \in K^d : K[x]/f_\bar{a}(x) \text{ is a Galois extension of } K \text{ with Galois group } G \}
\]
is also definable by a set of first-order formulas with coefficients in $K$. To this end, we note that the extra set of first-order formulas that define $T_G$ are actually polynomial equations defined over $K$, described as follows.
If \( K(\alpha)/K \) is a Galois extension of \( K \) with Galois group \( G \) and if the conjugates of \( \alpha \) are given by \( \alpha_1 := \alpha, \alpha_2, \ldots, \alpha_d \), let \( \sigma_i \in G \) denote the automorphism sending \( \alpha \) to \( \alpha_i \), for \( i = 1, \ldots, d \), with \( \sigma_1 = \text{id} \). Then \( G \) is completely described by its table of multiplication

\[
\sigma_i \sigma_j = \sigma_r, \quad i, j \in \{1, \ldots, d\}.
\] (2.4)

We now show that this multiplication table can be written in terms of polynomial equations. We write the conjugates of \( \alpha \) in \( K(\alpha) \) as linear combinations of powers of \( \alpha \) with coefficients \( s_{i,j} \in K \), namely

\[
\alpha_i = \sum_{j=0}^{d-1} s_{i,j} \alpha^j,
\]

and then we translate the relation in (2.4) to

\[
\begin{align*}
\sigma_j(\sigma_i(\alpha)) &= \sigma_j(\alpha_i) \\
&= \sigma_j(s_{i,0} + s_{i,1} \alpha + \cdots + s_{i,d-1} \alpha^{d-1}) \\
&= (s_{i,0} + s_{i,1} \alpha_j + \cdots + s_{i,d-1} \alpha_j^{d-1}) \\
&= \left( s_{i,0} + s_{i,1} \left( \sum_{u=0}^{d-1} s_{j,u} \alpha^u \right) + \cdots + s_{i,d-1} \left( \sum_{u=0}^{d-1} s_{j,u} \alpha^u \right)^{d-1} \right) \\
&= \sigma_r(\alpha) = (s_{r,0} + s_{r,1} \alpha + \cdots + s_{r,d-1} \alpha^{d-1})
\end{align*}
\] (2.5)

for all valid triples \((i, j, r)\) with \( i, j \in \{1, \ldots, d\} \).

Now \( T_G \) is cut out from \( \text{Gal}_d(K) \) by a set of polynomial equations with coefficients in \( K \): in addition to the formulas (2.3), we use the equations obtained from the equations (2.5). A priori, these equations involve \( \alpha \), but once again we can rewrite these equations so that all coefficients are in \( \mathbb{Z} \) and all the variables range over \( K \).

For the proof of (2), since \( I_{K,d} \) is existentially definable, by Theorem 2.9(2), \( \text{Gal}_d(K) \) is Diophantine over \( K \). Since \( T_G \) is defined from \( \text{Gal}_d(K) \) by a set of polynomial equations over \( K \), we see that \( T_G \) is also Diophantine over \( K \).

Theorem above provides an explicit link between \( \text{IGP}(K, G) \) and \( \text{Th}(K) \). Recall from Section 1.1.2 that \( H_{K,d} \) is in bijection with the collection of all groups \( G \) of size \( d \) for which a Galois extension of \( K \) with Galois group \( G \) exists. Thus we have:

**Corollary 2.11.** Let \( K \) be a countable field. Then

1. \( H_{K,d} \leq_T \text{Th}(K) \).
2. If \( \text{Th}(K) \) is decidable, then there is an algorithm to decide whether \( \text{IGP}(K, G) \) is true.
3. If \( I_{K,d} \) is Diophantine in \( K \), then \( \text{IGP}(K, G) \leq_T \text{H10}(K) \).

**Remark 2.12.** Note that if \( \text{Th}(K) \) is decidable and \( \text{IGP}(K, G) \) is true, then there is an algorithm to explicitly construct a polynomial with coefficients in \( K \) producing the required extension. We need only to systematically check all \( d \)-tuples of elements of \( K \) to find one that corresponds to an irreducible polynomial and such that the resulting system of equations has solutions in other variables in \( K \).
3. Translating generalizations of IGP into the first-order language of rings

In this section, we consider two generalizations of IGP. The first generalization is the Finite Split Embedding Problem (FSEP), while the second one is the Inverse Automorphism Problem (IAP).

3.1. Translating FSEP into the first-order language of fields. The Finite Split Embedding Problem (FSEP) takes the following input:

- a base field \( F \) and a finite Galois extension \( E/F \) with \( \text{Gal}(E/F) =: H \);
- a finite group \( G \) with an action \( \phi : H \to \text{Aut}(G) \), which gives rise to the semi-direct product \( G \rtimes_\phi H \);
- the semi-direct product \( G \rtimes_\phi H \) comes equipped with an epimorphism \( \pi : G \rtimes_\phi H \to H \) of finite groups.

A solution to the FSEP is a Galois extension \( L/F \) that extends \( E \), together with an isomorphism \( i : \text{Gal}(L/F) \cong G \rtimes_\phi H \) such that \( \pi \circ i = \text{res}_E : \text{Gal}(L/F) \to \text{Gal}(E/F) \). We consider a generalized version of FSEP, where the data consists of the base field \( F \), the three groups \( G, H, G \rtimes_\phi H \), and the projection \( \pi \) only. In other words, we will look for a field extension \( E/F \) with \( \text{Gal}(E/F) \cong H \) so that the original FSEP is solvable with respect to this field.

We use the following given data to translate the generalized FSEP into the language of rings: that is, we will use the following to obtain a system of polynomial equations over this field.

1. We assume that we are given the tables of multiplication for \( G \rtimes_\phi H, G \) and \( H \). Thus we can write down equations corresponding to a Galois extension \( L \) of \( F \) with \( G \rtimes_\phi H \) as its Galois group.
2. Let \( f(T) \) be irreducible polynomial over \( F \) such that its root \( \alpha \) generates \( L \) over \( F \). Its degree is \( |G \rtimes_\phi H| = |G||H| =: m \). Let \( f(T) = a_0 + \ldots + T^m \) and stipulate that \( f(T) \) is irreducible over \( F \).
3. Let \( \alpha = \alpha_1 \in \bar{\mathbb{Q}} \) be a root of \( f(T) \). Let \( \alpha_i \) for \( i = 1, \ldots, m \) be all the roots of \( f(T) \) in \( L = F(\alpha) \), with \( \alpha_i \neq \alpha_j \).
4. Let \( |H| = r \) and let \( g(T) \) be an irreducible polynomial over \( F \) of degree \( r \) of some generator of \( H \) over \( F \).
5. Let \( \beta \) be a root of \( g(T) \) and write \( \beta \) in terms of its coordinates with respect to the power basis of \( \alpha \). We write down equations saying that \( \text{Gal}(F(\alpha)/F(\beta)) \cong G \) and \( \text{Gal}(F(\beta)/F) \cong H \).
6. To determine the restriction of an element \( \tau \) of \( \text{Gal}(F(\alpha)/F) \) to \( F(\beta) \), we consider \( \tau(\beta) \) which we can determine since \( \beta \) is represented as a linear combination of powers of \( \alpha \) over \( F \). Then we identify the element \( \mu \in H \) such that \( \mu(\beta) = \tau(\beta) \).
7. We assume that we are given an explicit epimorphism \( \pi : \text{Gal}(F(\alpha)/F) \to \text{Gal}(F(\beta)/F) \).

Thus we can check whether \( \pi(\tau)(\beta) = \mu(\beta) \).

To summarise, we have the following diagram:
We now write down equations discussed above, starting with the equations defining a Galois extension $L/F$ with Galois group isomorphic to $G \rtimes \phi H$. We remind the reader that there is a sentence in the language of rings stating that an $m$-tuple of elements of $F$ corresponds to a monic irreducible polynomial over $F$. The statements defining an extension $L/F$ with $\text{Gal}(L/F) \cong G \rtimes \phi H$ are:

$$
\begin{cases}
  f(T) = a_0 + a_1 T + \ldots + T^m \text{ with } a_0, \ldots, a_{m-1} \in F \text{ is irreducible over } F, \\
  f(\alpha_i) = 0, \text{ for } i = 1, \ldots, m, \text{ where } \alpha_1 := \alpha, \ldots, \alpha_m \text{ are elements of our fixed algebraic closure,} \\
  \alpha_i \neq \alpha_j \text{ for } i \neq j, \\
  \alpha_j = \sum_{i=0}^{m-1} c_{i,j} \alpha_i \text{ for some } c_{i,j} \in F, \\
  \sigma_j(\alpha_1) = \alpha_j = \sum_{i=0}^{m-1} c_{i,j} \alpha_i, \\
  \sigma_j \circ \sigma_i = \sigma_k, \text{ where the result of the composition is taken from the multiplication table of } G \rtimes \phi H.
\end{cases}
$$

We now continue with the equations defining a Galois extension $E/F$ with Galois group isomorphic to $H$ and such that $E \subset L$. These are:

$$
\begin{cases}
  g(T) = b_0 + b_1 T + \ldots + T^r \text{ with } b_0, \ldots, b_{r-1} \in F \text{ is irreducible over } F, \\
  g(\beta_i) = 0, \text{ for } i = 1, \ldots, r \text{ where } \beta_1 := \beta, \ldots, \beta_r \text{ are elements of the same algebraic closure as above,} \\
  \beta_i \neq \beta_j \text{ for } i \neq j, \\
  \beta_j = \sum_{i=0}^{r-1} d_{i,j} \alpha_i \text{ for some } d_{i,j} \in F, \\
  \tau_j(\beta_1) = \beta_j = \sum_{i=0}^{r-1} d_{i,j} \beta_i, \\
  \tau_j \circ \tau_i = \tau_k, \text{ where the result of the composition is taken from the multiplication table of } H, \\
  \beta_1 = \sum_{i=0}^{m-1} u_i \alpha_i \text{ where } u_i \in F.
\end{cases}
$$

We now write down the equations assuring $\text{Gal}(L/E) \cong G$, namely:

$$
\begin{cases}
  \mu_s(\beta) = \beta, \text{ for } s = 1, \ldots, m, \\
  \mu_s \circ \mu_\ell = \mu_u, \text{ where the result of the composition is taken from the multiplication table of } G.
\end{cases}
$$

We now find restrictions for elements of $\text{Gal}(L/F)$ to $E$. These are:

For every $i$, find $j$ such that $\sigma_i(\beta) = \tau_j(\beta)$ (such a $j$ always exists and is unique). \hspace{1cm} (3.1)

We write down the requirements that the restriction map from $G \rtimes \phi H$ to $H$ is consistent with the given epimorphism $\pi : G \rtimes \phi H \to H$, namely:

$$
\pi(\sigma_i) = \tau_j, \text{ where } \sigma_i \text{ and } \tau_j \text{ satisfy the equality above.} \hspace{1cm} (3.2)
$$

Finally, we note that if the field $E$ is given as a part of the data for the problem, we simply take the polynomial $g$ to be the irreducible polynomial of some generator of $E$ over $F$. 

3.2. Translating the Inverse Automorphism Problem into the first-order language of the fields. The Inverse Automorphism Problem (IAP), suggested to us by Arno Fehm, takes the following input:

- a base field \( K \);
- a finite group \( H \), say of size \( |H| = m \);
- an positive integer \( n \) which is a multiple of \( m \).

A solution to the IAP is a finite extension \( L \) of \( K \) of degree \( n \) (not necessarily Galois over \( K \)) with automorphism group over \( K \) isomorphic to \( H \).

We prove the following result.

**Theorem 3.1.** Let \( K \) be a field. Then, given a finite group \( H \) and a multiple \( n \) of \( |H| = m \), there exists a polynomial equation over \( K \), depending on \( H \) and \( K \) only, such that there exists a finite extension \( L \) of \( K \) degree \( n \) (not necessarily Galois over \( K \)) with automorphism group over \( K \) isomorphic to \( H \) if and only if the polynomial equation has solutions in \( K \).

To prove the theorem we use the following proposition.

**Proposition 3.2.** Let \( m, n \) be given positive integers with \( n \equiv 0 \mod m \). Let \( K \) be a field, let \( M \) be a Galois extension of \( K \) of degree \( \ell \), and \( n \leq \ell \leq n! \). A degree \( n \) extension \( L \) of \( K \) inside \( M \) with exactly \( m \) automorphisms exists if and only if there exists a subgroup \( S \) of \( G := \text{Gal}(M/K) \) with exactly \( n/m \) conjugates in \( G \). In this case, \( L = M^S \), the fixed field of \( S \) in \( M \).

**Proof.** Assume first that there exists a Galois extension \( M \) of \( K \) of degree \( \ell \) such that \( \ell \equiv 0 \mod n \) with \( \ell \leq n! \), and \( G = \text{Gal}(M/K) \) contains a subgroup \( S \) of \( G \) of size \( \ell/n \) with exactly \( n/m \) conjugates in \( G \). Then we claim that \( L = M^S \) gives the desired extension.

Clearly, \( [L : K] = \ell/|S| = n \). We now show that \( L \) has \( m \) automorphisms over \( K \). Let \( S_1 = S, \ldots, S_{n/m} \) be all of the distinct conjugates of \( S \) in \( G \). If \( S_i = \sigma_i S \sigma_i^{-1} \) for some \( \sigma_i \in \text{Gal}(M/K) \), then \( \sigma_1(L) = L, \ldots, \sigma_{n/m}(L) \) are distinct conjugates of \( L \) over \( K \) in \( M \) since \( S_i = \text{Gal}(M/\sigma_i(L)) \). Further, if \( \hat{L} = \sigma(L) \neq L \) is a conjugate of \( L \), then \( \sigma \sigma^{-1} = \hat{S} = \text{Gal}(M/\hat{L}) \) and \( \hat{S} \neq S \) is a conjugate of \( S \). Thus, there are exactly \( n/m \) conjugate subfields \( \hat{L} \) of \( L \) in \( M \).

![Diagram](image)

Fix a \( \sigma \in G \) with an induced isomorphism \( L \to \hat{L} \). If \( \phi \in G \) induces an automorphism of \( L \), then \( \sigma \circ \phi \) restricts to an isomorphism \( L \to \hat{L} \) as well. Conversely, given any \( \tau \in G \) inducing an isomorphism \( L \to \hat{L} \), we get a \( K \)-automorphism of \( L \) via \( \tau^{-1} |_{\hat{L}} \circ \sigma |_{\hat{L}} : L \to L \).
Now, we know that there are \( n = [L : K] \) embeddings of \( L \) into \( M \), and by the above argument, these automorphisms can be broken up as

\[
\begin{align*}
n &= \#\{K\text{-automorphisms of } L\} \cdot \#\{\text{conjugate fields } \hat{L} \text{ of } L \text{ in } M\} \tag{3.3} \\
&= \#\{K\text{-automorphisms of } L\} \cdot \#\{\text{conjugate groups } \hat{S} \text{ of } S \text{ in } G\}. \tag{3.4}
\end{align*}
\]

Therefore, we have that the number of distinct \( K \)-automorphisms of \( L \) is equal to \( n/(n/m) = m \), as required.

Conversely, suppose now that \( K \subseteq L \subseteq M \), where \( M/K \) is Galois, satisfies \( [L : K] = n \) and \( L \) has exactly \( m \) automorphisms. Let \( S = \text{Gal}(M/L) \). We assume that \( m < n \), since otherwise \( L/K \) is Galois, and we are in the case considered in the preceding section. Since \( m < n \), the extension \( L/K \) is not Galois, and therefore \( S = \text{Gal}(M/L) \) is not normal. Now we use Equation (3.3) to conclude that the number of conjugates of \( S \) is \( n/m \), as required. \( \square \)

We now prove Theorem 3.1.

**Proof of Theorem 3.1.** The proof will consist of two steps:

1. We will first determine all possible tables of multiplication for groups \( G \) of size \( \ell \) less than or equal to \( n! \).

2. For each such \( G \), we will then add equations that require it to contain a subgroup \( S \) of order \( m \) with exactly \( k \) conjugates.

We identify all \( m \)-subgroups by running through all subsets of size \( m \) of \( G \) (viewed as a set) containing \( \sigma_1 = \text{id} \), and for each subset we check that it satisfies group axioms (group operations, as in the previous theorem, plus inverses) and that it has exactly \( k \) conjugates. More precisely, to check that an \( m \) element subset is a subgroup, given a subset \( \{\sigma_1 = \text{id}, \sigma_2, \ldots, \sigma_m\} \) of \( G \), we add the following equations:

\[
\bigwedge_{j=2}^{m} \bigvee_{r=2}^{m} \left( \sigma_j \sigma_r = \sigma_1 \right),
\]

and

\[
\bigwedge_{i,k=2}^{m} \bigvee_{r=1}^{m} \left( \sigma_{ij} \sigma_{ik} = \sigma_{ir} \right),
\]

where the equations are derived from the group operations of \( G \).

Next let \( S = \{\sigma_1, \sigma_2, \ldots, \sigma_m\} \) be a subgroup of \( G \). We now check that \( S \) has exactly \( k \) conjugates. For \( \tau \in G \), let \( S_\tau = \{\sigma_1, \tau^{-1} \sigma_2 \tau, \ldots, \tau^{-1} \sigma_m \tau\} \). Let \( U \) be the collection of all \( k \)-subsets of \( G \) containing \( \sigma_1 = \text{id} \). Then the requirement that \( S \) has exactly \( k \) conjugates in \( G \) can be translated into the following equations with variables being elements of \( G \), where as above, \( G = \{\sigma_1, \ldots, \sigma_\ell\} \):

\[
\bigvee_{\{\sigma_1, \sigma_2, \ldots, \sigma_k\} \in S} \bigwedge_{r=1}^{\ell} \bigvee_{\tau \in \{\sigma_1, \sigma_2, \ldots, \sigma_k\}} \left( S_{\sigma_r} = S_\tau \right) \tag{3.7}
\]

The equality \( S_{\sigma_r} = S_\tau \) can be rewritten as

\[
\bigwedge_{\gamma \in S_{\sigma_r}} \bigvee_{\delta \in S_\tau} \left( \gamma = \delta \right). \tag{3.8}
\]
The last part of the proof of Theorem 3.1 is very similar to the proofs we have done in the earlier sections of the paper. We proceed using the steps below.

1. We run through all possible degrees \( \ell \) of a field \( M \). We remind the reader that \( \ell \) ranges between \( n \) and \( n! \). This amounts to considering the sets of coefficients of irreducible polynomials generating Galois extensions of all possible degrees \( \ell \).

2. For each degree \( \ell \) we could explicitly add equations corresponding to the tables of multiplications of groups having requisite subgroups. Alternatively, we can note that once we choose an irreducible polynomial generating a Galois extension (i.e. a tuple from \( I_{K,\ell} \)), the Galois group is fixed via the requirement of existence of solutions to the corresponding polynomial equations, and by running through all possible coefficients of the irreducible polynomials we run through all possible Galois groups of size \( \ell \). In other words, solutions to the system (2.1) for each \( \ell = d \) run through all possible Galois groups of size \( \ell \).

3. The next step is to add equations checking the existence of a subgroup of size \( n \) with \( n/m \) conjugates. This is where we add polynomial equations corresponding to Equations (3.5)–(3.8).

4. The final steps are to check that the automorphism group of \( L \) over \( K \) is isomorphic to the given group \( H \). So for each subgroup \( S \) of the group \( G \) corresponding to the solutions of the equations we have written so far, we will choose an irreducible polynomial \( h(t) \) of degree \( n \) over \( K \) and require that exactly \( m \) of its roots are fixed by \( S \). Let \( \beta_1, \ldots, \beta_m \) be the \( m \) roots of \( h(t) \) fixed by \( S \). As usual we identify elements of \( \text{Aut}(L/K) \), where \( L \) is the fixed field of \( S \), with the roots of \( h(t) \) in \( L \). In other words \( \sigma_i(\beta) = \beta_i \). Now we add polynomial equations corresponding to the table of multiplication of \( H \) to make sure that \( \text{Aut}(L/K) \cong H \).

4. Appendix: IGP and existential theory of rings

4.1. IGP and the first-order theory of rings. Instead of considering equations with solutions in a field \( K \) we can consider solutions to our equations over some subring \( R \) of \( K \) such that \( K \) is finitely generated over \( R \). This ring \( R \) can be chosen so that the fraction field of \( R \) is \( K \) or a finite subextension of \( K \). The reason for considering solutions over a ring rather than a field is that, over many rings, we know all listable sets to be Diophantine. Let \( R \) be such a ring and for simplicity assume that \( K \) is the fraction field of \( R \). Then the set of non-zero elements of \( R \) is Diophantine over \( R \). Let \( N \) be the set of non-zero elements of \( R \). Let \( I_{R,d} \subseteq R^{d+1} \) be defined by

\[
I_{R,d} = \{ a_0, \ldots, a_{d-1}, b | b \in N, (a_0/b, a_{d-1}/b) \in I_{K,d} \}.
\]

Assuming \( R \) is a computable ring, i.e. the set of its elements is computable and the graphs of the ring operations are computable, the set \( N \) is computable and therefore listable. If \( R \) is computable, then its fraction field \( K \) is also computable. Further, assuming the field has the splitting algorithm, the set \( I_{K,d} \) is computable, and so is the set \( I_{R,d} \). Thus, in this case \( I_{R,d} \) is Diophantine over \( R \). As we pointed out to reduce IGP of a field to the existential theory of a field, we just needed the set of coefficients of irreducible polynomials of a fixed degree to be Diophantine over the field. Thus, if we replace a field by its subring \( R \) and the field has a splitting algorithm, we can reduce IGP for the field to the existential theory of the ring.
4.2. **Rings where all listable sets are Diophantine.** In this section we present a short list of computable rings where all c.e. sets are known to be Diophantine.

4.2.1. **Subrings of number fields.** Of course the most famous ring with the property that all its listable sets are Diophantine is $\mathbb{Z}$ by the DPRM Theorem. Further, all rings of integers of number fields where $\mathbb{Z}$ has a Diophantine definition also have the property that all their listable subsets are Diophantine. The list of such rings is fairly long by now and is growing (see [Dem75], [Phe88], [Shl89], [SS89], [CPZ05], [MR10], [MR18], [MP18], [GFP20]). There are also subrings of number fields bigger than rings of integers where all listable sets are Diophantine ([Shl97], [Shl00], [Shl02a], [Shl07], [Shl08] or [Shl06]).

4.2.2. **Subrings of global function fields where all listable subsets are Diophantine.** Moving to global function fields, we have by a result of J. Demeyer ([Dem07]) that all listable subsets of a polynomial ring in one variable over a finite field are Diophantine over the ring. We also know that rings of $S$-integers and bigger rings of function fields have Diophantine definitions of polynomial rings. So, by the same argument as for number fields, these rings also have the property that all their listable sets are Diophantine. (See [Shl93], [Shl98], [Shl02b] or [Shl06].)

4.2.3. **Subrings of function fields of characteristic 0, where all listable subsets are Diophantine.** Finally as far as function fields of characteristic 0 go, by another result of Demeyer ([Dem10]), polynomial rings in one variable over function fields over number fields also satisfy the condition that all listable sets are Diophantine over these rings. As in the case of positive characteristic, these polynomial rings are existentially definable over the rings of $S$-integers of function fields in one variable over number fields ([MS22]). Therefore, over these rings of $S$-integers all listable sets are also Diophantine.

4.3. **Fields that satisfy the conditions of Theorem 2.3.** As of now, we do not have any examples of infinite fields where all listable sets are known to be Diophantine. However, P. Dittmann ([Dit18]) proved that coefficients of irreducible polynomials of a fixed degree form Diophantine sets over all global fields. This implies that the sets $I_{K,d}$ are Diophantine over $K$ for any global field $K$. We also note that, over any field, the set of non-zero elements is always Diophantine.
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